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INTRODUCTION

This aim of this work is to examine the 
relevance and currency for the effectiveness of 
existing cybersecurity curriculum in 
preparation for the ever-changing nature of 
technology. 

In the context of currency for cybersecurity 
curriculum, we  recognize that the field of 
cybersecurity is multidisciplinary, influenced by 
industry-specific requirements that is constantly 
shaped by evolving threats.

Based on the dynamic nature of the field. We 
hope to highlight the importance of adopting 
innovative approaches for updating curriculum 
modules to reflect emerging threats and 
technologies. 



Introduction



Background / Literature Review

Large Language Models: 
Complex Deep Learning algorithms trained with extensive 
datasets. These computational frameworks are notable for 
generating content that responds to text-based 
instructions. 

Prompt Engineering: 
Process of creating a request that produces the most 
effective performance on the required task. Zero-shot, Few-
Shot and Zero-shot Chain of thought (Zero CoT) prompts 
were considered during this study, but we prioritized the 
use of Zero-Shot prompting. 



Background / Literature Review
• Selection of Models: 

• We adopted the CLEAR framework for Prompt Engineering. Concise, 
Logical, Explicit, Adaptive, and Reflective; which was used to develop 
prompts with brevity and clarity; well structured and coherent with clear 
output specifications 

Models

Open AI Meta AI Google(PaLM 2)

Pretrained Model GPT 3.5Turbo llama-2-7b text-bison@001 

Temperature 0 0.6 0.0

Max_Tokens Unspecified 1500 500



Experimental Design

• Dataset:
• Learning Materials developed to introduce secure coding concepts to CS0, CS1, and CS2 students 

from the Security Injections @ Towson project. 



Experimental Design
FACETS

Title  

Given the course title and 
learning outcomes, which 
OWASP Top ten category is 
most applicable. 

Learning Outcomes

Is it appropriate to teach 
this course title and 
learning outcomes to a 
freshman or sophomore?

Code Examples

Syntax Correctness. 

Programming language version 
used (if not specified, please 
specify). 

Verify if the version is the newest 
available for that programming 
language. 

Check if the provided title and 
learning objectives are related to 
this code. 

Determine if it is accurate to use 
that code example in the context 
of that programming language

Real World Examples

Check how current and relevant 
the real-world example is. 

If there are newer examples of an 
incident related to the topic and 
learning outcome(s), provide a 
more recent and relevant 
example with a link or citation to 
the source of your information. 



Experimental Design
• Course Title: 

• Input Validation – CS1 – Java 

• Learning Outcomes: 
• Demonstrate input validation to check range and/or 

reasonableness in code. 
• Compare whitelist and blacklist input validation 

strategies. 
• Recognize that all input to a program is potentially 

dangerous. 
• Identify the checks that are needed for a particular 

kind of input. 

• Experiments 
• Experiment 1 – Alignment with OWASP 

standards 
• Experiment 2: Appropriateness for Level 

(Freshman or Sophomore) 
• Experiment 3: Currency for Real-World 

Examples 
• Experiment 4: Correctness for code Examples 



Results and Discussion - Experiment 1
Llama2-7b

GPT 3.5 Turbo 

PaLM 2



Results and Discussion - Experiment 2

Llama2-7b

GPT 3.5 Turbo 

PaLM 2



Results and Discussion - Experiment 3
Llama2-7bGPT 3.5 Turbo 

PaLM 2



Results and Discussion - Experiment 4

Llama2-7b

GPT 3.5 Turbo 

PaLM 2



Future Works

Evaluating other prompting techniques 
for updating curriculum. 

Chain of Thought(CoT), Chain of Density, Zero CoT. 

Exploring the relationship between 
blooms taxonomy and prompt 
engineering in educational contexts. 

Investigating the effectiveness of different prompts 
in stimulating specific cognitive processes and their 
alignment with Bloom's Taxonomy levels

Evaluating other AI Models for 
curriculum development

Application in Cybersecurity Education. 
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