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Abstract—In the Spring 2024 semester, we introduced an 
elective course titled “Generative AI and Cybersecurity” for 
MS and upper-division BS students specializing in 
cybersecurity at our university. The course was designed to 
equip students with a foundational understanding of 
Generative AI, particularly large language models (LLMs) like 
GPT-4, and explore their applications within the field of 
cybersecurity. Through a combination of classroom 
instruction, hands-on projects, and industry guest lectures, 
students engaged with the technical, ethical, and legal 
dimensions of AI in cybersecurity. The course emphasized 
practical learning, with students gaining experience in AI 
tools such as ChatGPT, as well as developing skills in prompt 
engineering and API usage. While some students were eager 
for even more technical AI content, they appreciated the 
hands-on learning, insights from industry guest speakers, and 
the chance to see how the more powerful models like GPT-4 
could be usefully applied to cybersecurity problems. 
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I. INTRODUCTION 
The rapid evolution of artificial intelligence (AI), 

particularly in the realm of large language models (LLMs) such 
as GPT-4, has begun to transform various industries. 
Cybersecurity is confronted with both immense opportunities 
and significant challenges from AI, from automating threat 
detection to raising new ethical and legal concerns. 
Recognizing this paradigm shift, we introduced an elective 
course for MS and upper-division BS students entitled 
“Generative AI and Cybersecurity” during the Spring 2024 
semester. 

We had two main motivations: to equip students with a 
deep, practical, and ethical understanding of generative AI 
technologies, and to explore how these tools can be applied 
effectively in cybersecurity contexts. We designed the course 
to take a hands-on, project-based approach, thereby enabling 
students to interact directly with cutting-edge generative AI 
tools. By integrating prompt engineering, retrieval-augmented 
generation (RAG), and AI-assisted code development into the 

coursework, we gave students opportunities to apply AI in 
practical cybersecurity tasks. Ethical and legal discussions 
around AI misuse, bias, and privacy were also central to the 
course, encouraging students to reflect on the broader 
societal impacts of these technologies. 

Terminology Note. AI has been used in cybersecurity for some 
time, but the rise of generative AI introduces new challenges. 
Generative AI leverages neural networks, such as large 
language models (LLMs) and diffusion models, to create high-
quality textual, audio-visual, and even code-based content. In 
addition to content generation, these neural networks excel in 
pattern recognition, making generative AI applicable beyond 
content creation. In this paper, unless otherwise specified, the 
term “AI” will refer specifically to generative AI. 

Key Findings. This first iteration of the course yielded several 
key findings: 

• Students gained hands-on experience with AI tools, 
increasing their confidence in applying generative AI to 
cybersecurity tasks. 

• Ethical discussions broadened students’ perspectives on 
AI’s societal implications in cybersecurity, but some 
students felt that more should have been done. 

• Feedback indicated a need for more in-depth technical 
explanations and clearer assignment structures. 

• Students requested stronger connections between AI 
concepts and real-world cybersecurity applications like 
penetration testing and malware analysis. 

These insights will guide future iterations of the course. Of 
particular concern is refining content and strengthening the 
connection between AI tools and practical cybersecurity 
tasks. 

The course syllabus, lecture slides, and assignment 
materials are available online via the CLARK cybersecurity 
library. 

AI Disclosure. In the spirit of this project, we used Generative 
AI heavily in the development and execution of all stages of 
this work, including in the writing of this article. 
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II. LITERATURE REVIEW 
As noted at the outset, generative AI has recently emerged 

as a powerful tool across many fields, including cybersecurity. 
These models can assist with tasks like threat detection, 
vulnerability assessment, and security policy automation by 
analyzing vast amounts of data and generating actionable 
insights [1]–[3]. However, alongside these advancements, 
generative AI introduces challenges, such as the potential for 
biased outputs, a lack of transparency in decision-making, and 
vulnerabilities to misuse by malicious actors [4]–[7]. 

A. Generative AI in Education 
The exploration of AI’s role in education has become 

popular recently, revealing both significant opportunities and 
challenges across various disciplines [8]–[12]. AI-driven tools 
have the potential to enhance personalized learning 
experiences and provide real-time feedback to students [13], 
[14]. For instance, AI can approximate a one-to-one teacher-to-
student ratio by offering individualized feedback on coding 
practices [13], [14]. Researchers have also emphasized the 
importance of balancing the benefits of AI with risks such as 
over-reliance and academic misconduct [11], [12], [15]. 
Concerns about ethical considerations, biases, and data 
privacy are also prevalent [8], [16], [17], highlighting educators’ 
need to incorporate critical thinking and ethical reasoning into 
the curriculum. Addressing ethical challenges such as 
misinformation and over-reliance is crucial to avoid hindering 
essential cognitive processes in education [9], [12]. 

In cybersecurity education, integrating AI tools presents 
unique opportunities and challenges. Balancing AI/ML and 
cybersecurity knowledge is essential to enhance learners’ 
abilities in real-world applications like malware detection [18]. 
Using large language models can streamline curriculum 
development, aligning educational content with industry 
standards such as OWASP [19]. Frameworks can guide ethical 
considerations and help tailor AI integration to support 
personalized learning without compromising critical thinking 
and ethics [20], [21]. Educators must foster critical thinking 
and self-regulated learning strategies [22] and prepare 
students for effective use of AI tools through skills like prompt 
engineering [17]. 

III. COURSE DESIGN 
The design of the “Generative AI in Cybersecurity” course 

moved away from traditional lectures, and instead focused on 
experiential learning, collaboration, and critical reflection. 

Structure. The course was structured as a 15-week elective, 
with approximately 25 hours of classroom instruction 
augmented by student presentations of their three projects 
and several guest lectures from speakers with real-world 
experience in industry. Table I presents a general overview of 
the time commitment for each course component. The main 
topics covered by the course were the following: 

• An introduction to Generative AI models and their 
functionalities. 

• Technical aspects and practical usage of AI, including 
API calls, locally-hosted models, prompt engineering, 
RAG, and fine-tuning. 

• Applications of Generative AI in cybersecurity. 

• Ethical implications of Generative AI in terms of privacy, 
bias, and accountability. 

• Regulatory compliance and the intersection of AI with 
data protection laws. 

• Case studies driven by student interests, covering areas 
like incident response, cyber threat intelligence, and red 
teaming operations. 

The course was organized so that students started by 
completing simpler text-generation tasks before advancing to 
more sophisticated challenges such as AI-assisted code 
development and RAG applications. Sessions on AI ethics and 
legal compliance were interspersed throughout the course, 
and time slots were made to accommodate invited speakers. 

TABLE I.  Course Timeline by In-Class Days 

Component Days Spent 

Introduction to Generative AI: Writing, Coding, and Tools 6 

Ethics and Legal Implications of Generative AI 4 

Advanced Techniques: Fine-tuning, Retrieval-Augmented 
Generation, and Specialized Tools 

5 

In-class Student Project Development and Presentations 8 

Invited Guest Lectures from Industry and Government 
Experts 

5 

 
Projects. Central to the course were three major team-based 
projects, which serve as the primary mechanism for student 
learning. Each project introduced new generative AI 
capabilities within a cybersecurity context: 

1) Project 1: Generating Cybersecurity Documentation 
Students used prompt engineering techniques to generate 

cybersecurity documents, such as threat assessments, policy 
guidelines, or incident response protocols. The goal was to 
explore how AI can be employed in document generation while 
recognizing its limitations. Particular attention was paid to the 
accuracy and relevance of the generated content. To achieve 
this, students were tasked with defining clear objectives and 
identifying target audiences for their documents. They utilized 
generative AI to craft initial drafts, which they refined through 
iterative evaluation and integration of human expertise. This 
process emphasized understanding key cybersecurity 
concepts and tailoring content to specific use cases, such as 
simulating scenarios for IT administrators or business 
executives. The final deliverables included a polished 



2025 Journal of The Colloquium for Information Systems Security Education, Volume 12, No. 1, Spring 2025 

979-8-315-37459-6/25/$36.00 ©2025 CISSE 3 www.cisse.info 

document and a presentation outlining the AI’s role and the 
lessons learned throughout the project. 

2) Project 2: AI-Assisted Code Development 
Students applied generative AI tools to develop non-trivial 

but basic software solutions relevant to well-established 
cybersecurity tasks. Successful proofs-of-concept were not a 
priority; rather, the goal was for students to explore the 
potential of AI for code generation and the iterative nature of 
refining AI-generated outputs. Teams selected application 
areas such as network analysis or authentication, and 
leveraged AI to brainstorm ideas, generate code modules, and 
design testing frameworks. Students crafting effective 
prompts generated initial code components, which were 
iteratively refined and tested. The project also directed the 
creation of a functional demo to showcase key features. This 
experience highlighted the benefits and challenges of 
integrating AI into software development, including debugging 
AI-generated code and balancing human input with automated 
suggestions. 

3) Project 3: Advanced Generative AI in Cybersecurity. 
Students employed RAG techniques or other advanced 

generative AI capabilities to develop innovative cybersecurity 
applications. The project began with refining ideas based on 
feedback from earlier proposals and selecting appropriate 
tools and data sources. Teams implemented core 
components of their projects, such as using AI to simulate 
integration scenarios or generate test cases. This stage 
emphasized the practical application of generative AI to 
address complex cybersecurity problems, such as automated 
threat detection or data enrichment for analysis. We allowed 
teams to develop new ideas or build upon their application 
from Project 2. Students documented their processes and 
outcomes in a comprehensive report and reflected on team 
dynamics and the limitations of AI in their solutions. The 
project culminated in a presentation in the last week of class, 
allowing teams to share their implementations and insights 
with peers. 

In the Appendix, we present samples of the student-
produced projects for these projects in Figures 1, 2, and 3. 
Additional materials from these project samples are available 
alongside our course material on CLARK. 

Tools. Throughout the projects, students used a variety of AI 
tools. For the course duration, the students were given paid 
access to OpenAI’s ChatGPT and the OpenAI API [23]. The 
students were also encouraged to explore alternative tools, 
such as the free versions of Microsoft CoPilot [24] and 
Anthropic’s Claude [25]. Most students used the AI-powered 
Gamma to build their presentation slides [26], while the 
instructors also used Tome [27]. We also encouraged and saw 
wide use of the cloud-based Google CoLab [28] to enable 
collaborative code development and access to GPU 
resources. 

Addressing Privacy and Ethical Concerns. At the beginning of 
the course, we held an open discussion to ensure that 

students were aware of the privacy implications of uploading 
documents, code, or other resources to online LLM 
applications. This discussion emphasized responsible and 
ethical usage of AI tools, particularly regarding sensitive or 
proprietary information. For all assigned projects, students 
were expected to develop their work from scratch rather than 
uploading or modifying existing code bases. However, we lack 
enforcement mechanisms to ensure that students are 
adhering to ethical practices when handling data and code 
resources. Furthermore, we used the paid version of ChatGPT, 
which provides an option to disable OpenAI’s use of user data 
for training purposes. This safeguard helped mitigate 
concerns about inadvertent data sharing and served as a 
model for the responsible integration of AI into the learning 
process. 

Trending Topics. A useful component of the course was a 
regular news presentation assignment, designed to keep 
students informed about current developments in generative 
AI and cybersecurity. Each week, students were tasked with 
selecting recent news articles or research papers on the 
intersection of AI and cybersecurity. They were required to 
present a five-minute presentation of the article and discuss 
aspects of the content that they found interesting. 

Assessment of Learning Outcomes. A unique feature of this 
course was its “ungrading” system, which prioritized students’ 
self-assessments over instructor evaluations [29]. After each 
project, students submitted self-reflection essays evaluating 
their performance, contributions, and learning outcomes. 
Prompts embedded in the assignments guided students to 
reflect on aspects such as the impact of generative AI on team 
dynamics and project planning, their personal contributions, 
and lessons learned. On the basis of these reflections, 
instructors provided extensive feedback in order to guide the 
students toward balanced and honest assessments. 

A key feature of ungrading is student self-assigned 
grading: students submitted a final reflective essay of their 
experience, including an overall grade for themselves at the 
end of the semester. The instructors retained the right to 
adjust these grades if they fell far outside observed 
performance and peer reports about their work. While we 
anticipated the need for one-on-one meetings with students 
whose self-assigned grades deviated from our evaluations, 
this was ultimately unnecessary. Nearly all of the self-
assigned grades were found to be reasonable and consistent 
with our observations, highlighting the effectiveness of the 
structured guidance provided to students during the self-
assessment process. We would, however, have widened the 
grading scale overall, lowering roughly half of the A’s to A’s, 
for example. 

Prerequisites and Student Context. Enrollment in the course 
required students to have completed an intermediate-level 
cybersecurity course and to have participated in at least one 
cooperative education (co-op) experience – typically a paid 
internship in cybersecurity. These prerequisites ensured that 
students possessed foundational cybersecurity knowledge as 
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well as some exposure to professional environments, enabling 
them to critically evaluate the utility of generative AI tools in 
real-world scenarios. Notably, no prior experience with 
artificial intelligence or machine learning was required, 
allowing students to engage with these concepts from the 
ground up. The course was attended by 28 students, 
comprising advanced undergraduate and graduate students, 
with diverse technical backgrounds within cybersecurity. 

IV. GOALS AND INTENDED OUTCOMES 
Our primary goal as instructors was to equip students with 

both the technical proficiency and critical thinking skills 
necessary to navigate the complex intersection of generative 
AI and cybersecurity. We aimed to enable them to apply AI 
practically in real-world teamwork contexts while considering 
the ethical and legal implications of these applications. 

Course Goals. The following overarching goals guided the 
design and implementation of the course: 

1) Basics of Generative AI. First, we aimed to provide students 
with a foundational understanding of how generative AI 
functions. This included gaining proficiency in using 
generative AI tools such as ChatGPT and locally-hosted 
models, understanding their underlying architecture, and 
mastering techniques like prompt engineering, retrieval-
augmented generation (RAG), and model fine-tuning. 

2) Practical Application. Second, we sought to explore the 
practical applications, benefits, and limitations of 
integrating generative AI tools within various cybersecurity 
tasks. Through hands-on projects that simulated real-
world scenarios—such as generating threat assessments, 
AI-assisted code development, and incident response 
planning—students applied AI tools effectively and 
critically evaluated these techniques in real-world 
cybersecurity applications. 

3) Teamwork. We aimed to foster collaborative skills and 
teamwork. Students engaged in group projects that 
emphasized collaborative problem-solving, enhancing 
their communication, leadership, and ability to work 
effectively within a team—key skills in both cybersecurity 
and AI-driven fields. 

4) Ethics and Law. We encouraged students to engage in 
thoughtful ethical and legal discussions pertinent to the 
use of AI in cybersecurity. They reflected on how AI could 
impact decision-making in security contexts, identified 
ethical issues and risks such as data privacy, bias in AI 
algorithms, potential AI misuse, and the accountability of 
AI-driven systems, and considered how AI could adhere to 
or complicate regulatory compliance. 

Linking Goals to Evaluation. The course’s goals and outcomes 
were not only integrated into the instructional content but also 
embedded within the evaluation framework. Students were 
assessed based on their ability to demonstrate technical 
proficiency with AI tools through projects that applied 
generative AI in solving cybersecurity problems; collaborate 

effectively within teams, showcasing strong project 
management and communication skills; critically engage with 
the ethical and societal issues surrounding AI in cybersecurity, 
both in their reflective reports and during class discussions; 
and provide thoughtful analysis of the limitations and potential 
misuse of AI in cybersecurity, reflecting an awareness of 
broader regulatory and legal contexts. 

Pedagogical Approaches. Our pedagogical choices for this 
course emphasized active learning and practical engagement, 
focusing on experiential education designed to bridge 
theoretical concepts and real-world applications. Although we 
regularly deployed traditional lectures, given by both ourselves 
and guest speakers, project-based learning (PBL) was the 
heart of the course. 

Each project aligned with the typical PBL cycle: framing 
real-world scenarios, fostering active exploration, and 
culminating in reflective practice. For instance, students 
tackled practical challenges such as generating threat 
assessment documents, building AI-assisted tools, and 
integrating generative AI into incident response workflows. 
These projects began with analyzing the problem context and 
defining objectives, guided by instructors to ensure relevance 
to real-world cybersecurity applications. While the short 
timeline for each project (2–3 weeks) limited formal reflection 
during the process, students were encouraged to engage in 
frequent team discussions to address challenges and refine 
their approaches as the project progressed. 

We chose PBL as the primary instructional method, 
aligning with learning theories that emphasize the importance 
of students actively constructing their own knowledge [30]. In 
cybersecurity, where the landscape evolves rapidly, traditional 
passive learning approaches may fail to engage students with 
the dynamic nature of real-world challenges. Each project 
challenged students to identify a meaningful real-world 
scenario, facilitating experiential learning and allowing 
students to gain hands-on experience with the tools and 
processes they are likely to encounter in the field. The iterative 
process embedded in the projects—in which students refined 
their work through feedback and reflection—mirrored industry 
workflows, promoting continuous improvement and real-world 
problem-solving skills. 

Collaboration was also central to our pedagogical 
strategy. Students worked in teams on all projects, a design 
choice rooted in the idea that collaborative learning enhances 
individual and collective problem-solving [31]. Group work 
allowed students to bring different perspectives and expertise 
to the table. They were encouraged to engage in peer feedback 
and discussion throughout the course, helping develop critical 
teamwork skills, which are essential in professional 
cybersecurity. 

Reflective learning was key to the course, with students 
completing individual reflection reports after each project to 
assess their learning, contributions, and the role of generative 
AI. This was reinforced by the ungrading approach, where 
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students evaluated their own effort, outcomes, and growth. 
Such reflective exercises are crucial for developing 
metacognitive skills, enabling students to not only understand 
the content but also monitor and improve their own learning 
strategies. 

We also invited guest speakers from the cybersecurity 
industry who provided real-time insights into current trends, 
challenges, and innovations in applying generative AI to 
cybersecurity. By hearing from professionals actively working 
in the field, students could contextualize their projects within 
broader industry practices and emerging technologies. The 
inclusion of guest speakers served to bridge the gap between 
academia and industry, giving students a clearer sense of how 
the skills they were developing would translate to their future 
careers. 

Another crucial aspect of our pedagogical approach was 
encouraging students to critique the AI tools they were using. 
Beyond learning how to use AI for cybersecurity tasks, 
students were prompted to analyze the limitations, biases, and 
ethical concerns associated with these tools. This critical 
engagement is vital in preparing students to navigate the 
complex ethical landscape they will face as professionals. 

V. STUDENT OUTCOMES 
To evaluate the effectiveness of the course and assess 

student outcomes, we used several methods. First, with 
approval from our university’s IRB, we conducted a post-
course survey to gather quantitative and qualitative feedback 
from 17 student respondents. Specifically, we asked them to 
assess the extent to which they perceived their knowledge and 
competence in the practical and ethical components of 
applying generative AI in cybersecurity had grown due to the 
course. They provided their assessments using both numeric 
scales and written answers. The results of this post-course 
survey are presented in Table II. Second, most students 
completed a course evaluation form following standard 
university procedures. These evaluations offered insights into 
how the students perceived the course’s overall structure and 
supplied additional perspectives on its effectiveness and 
areas in need of improvement. Third, self-reflections written 
by the students throughout the course provided additional 
insights into their individual learning processes, challenges 
faced, and overall experience. 

These materials were then cross-referenced with the 
student’s outputs, specifically the students’ project and news 
presentations, class participation, and their self-assigned 
grades along with the reasoning they provided for these 
grades. 

Student Views. Overall, students expressed a high level of 
satisfaction with the hands-on, project-based approach and 
the integration of generative AI into cybersecurity tasks. They 
particularly valued the opportunity to engage in real-world 
applications of generative AI, emphasizing how the projects 
helped them understand the impact of AI in cybersecurity. 
Including guest speakers and interactive group projects was 

also well received; students appreciated hearing from industry 
professionals. One student stated, “I found the guest lectures 
particularly useful, especially Jason Ross, who was able to talk 
about the problems he is working on with AI at his workplace.” 
Additionally, students appreciated the flexibility in how they 
approached their projects, with access to cutting-edge AI 
tools. One participant commented, “A tool that I found 
particularly useful was having access to ChatGPT 4. GPT-4 is 
more advanced than the publicly available 3 and 3.5. 
Additionally, it provides access to image generation.” We 
noticed that there was a significant gap in capabilities 
between the paid and free generative AI services, and making 
the most capable agents available to students was key to 
reducing friction and frustration. 

While the feedback was generally positive, students also 
identified several areas for improvement. Some expressed a 
need for more concise assignment instructions. We note that 
the assignments were generated with a lot of help from 
ChatGPT, which tended to provide wordy outputs if not guided 
to be more concise. Although guest lectures were highly 
appreciated, some students felt that more attention should be 
placed on core course content. One remarked, “I wish that we 
had spent more time on RAG, and on more practical methods for 
commercial deployment.” Several students found certain 
topics, such as prompt engineering and AI model mechanics, 
challenging. As one reflected, “Generative AI simply isn’t ideal 
for certain things, like coding complex cybersecurity tools. We 
often overcame these issues by repeatedly iterating on code 
indefinitely until it functioned in a way we could be satisfied 
with.” They requested more individual learning opportunities 
and in-depth technical explanations. Some wished for more 
examples of how generative AI could be directly applied within 
cybersecurity. One participant noted, “Doing actual pen-testing, 
malware analysis, network analysis with Gen AI—but under a 
guided hand so we understand how it works rather than 
individual projects.” This weakness was also evident from the 
quantitative scoring, where student confidence in applying 
generative AI “to address cybersecurity problems” ranked the 
lowest among the skills surveyed. Importantly, the students 
were roughly divided between those who felt there could have 
been more exploration of the ethical and legal challenges of 
AI in cybersecurity, and those who felt what was explored was 
sufficient. For example, one student felt “we could have done 
an ethics assignment, maybe a poster or short paper 
(individually),” while another stated, “the course covered a wide 
range of topics and discussed ethics extensively.” 
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TABLE II.  A reporting of the quantitative results of an optional post-course survey provided to the students 

Students were asked to provide a rating in the range of 1 (low) and 5 (high), or a binary positive/negative response for each question. The questions are 
presented verbatim, and the scale instructions are removed. 

 
1 How would you rate the extent to which the course enhanced your knowledge of the following 

topics concerning Generative AI? Average Score 

 • Technical aspects 3.81 

 • Impacts on cybersecurity 3.81 

 • Implications for ethics and law 4.00 

 
2 How would you rate your confidence in your ability to do the following before and after this 

course? Before After 

 • Use Gen AI to accelerate the speed of document creation? 2.83 4.39 

 • Use Gen AI to improve the quality of document creation? 2.61 4.17 

 • Use Gen AI to increase your productivity in code development? 2.83 4.17 

 • Use Gen AI to extend your coding skills and capabilities? 2.89 4.11 

 • Use Gen AI to address cybersecurity problems? 2.11 3.50 

 • Use Gen AI to develop cybersecurity tools with new functionalities? 2.39 3.78 

 
3 How would you have rated the likelihood you would have used Generative AI in your future 

cybersecurity work before you took this course, and will use it after having taken it? 
Before 
3.06 

After 
4.17 

 
4 How would you rate the effectiveness of the hands-on projects in the following areas? Average Score 

 • Increasing your practical knowledge of Gen AI 4.17 

 • Increasing your practical knowledge of Gen AI specifically for cybersecurity 4.06 

 • Increasing your ethical considerations about applying Gen AI 3.50 

 
5 Based on your experience in the projects, how would you assess your experience of 

Generative AI’s impact on teamwork? Positive Negative 

 • Brainstorming 94% 6% 

 • General coordination 47% 53% 

 • Distributing workload 47% 53% 

Challenges. During the course, several technical and logistical 
challenges emerged. Many students found AI models 
daunting, particularly with topics like RAG. A lack of examples 
of successful applications of generative AI left some feeling 
directionless at times. One student explained, “A major 
problem I had was collaborating on specific tools when there 
weren’t collaborative tools already implemented for the product. 
And we got around this by picking out specific AI chats and 
defining prompting for it.” Students frequently encountered 
difficulties when debugging AI-generated code, especially 
when the generative AI produced inconsistent outputs. 
Another noted, “Trying to debug code that was generated by 
ChatGPT using libraries that I was unfamiliar with was a 

challenge since I wasn’t really able to get it to correct its own 
mistakes and I wasn’t familiar enough with the libraries to do it 
myself.” While AI tools were integrated into project work, some 
students felt they needed more guidance on practical 
cybersecurity-specific applications. One remarked, “I felt that I 
had to learn a lot about real-world deployment outside of class.” 

Evaluation and Impact. Our analysis of student surveys and 
project outcomes revealed several key insights into the 
course’s effectiveness. Quantitative assessments showed 
substantial gains in students’ understanding of both technical 
and ethical aspects of generative AI. Students reported 
significant improvements in their knowledge of AI tools and 
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techniques, with average ratings of technical understanding 
improving from moderate to high across the board. One 
student reflected, “I really enjoyed learning about Claude. 
ChatGPT gets most of the news coverage, and while impressive, 
I appreciated the way Claude is a bit more geared towards 
writing.” The hands-on projects were consistently rated as 
highly effective, and students felt that the experiential learning 
approach enhanced their practical abilities. “Using ChatGPT to 
code was an interesting tool I’ve never used before. While it 
seems like a problem to rely on, it seems to at least be good for 
certain shortcuts,” one student noted. The course positively 
influenced students’ views on the use of generative AI in their 
future cybersecurity careers. The likelihood of using AI tools 
in professional settings significantly increased, as expressed 
by a student: “Using RAG to optimize output was really 
interesting, since the barriers of entry were low enough that I 
could see it being practical for me to apply in my career.” 
Although students were divided on the amount of ethical and 
legal exploration in the course, they were generally satisfied 
with its quality. Many reported being strongly impacted by the 
in-class ethical discussions and reflections, gaining a deeper 
awareness of AI’s societal implications. One shared, 
“Discussing how [deepfakes and model biases] can ’harm’ in a 
non-physical way was a very interesting discussion and put 
emphasis on why we need more laws and security in Gen AI.” 

VI. CONCLUSION 
Our university course “Generative AI and Cybersecurity” 

largely succeeded in achieving its primary goals, particularly 
in the areas of hands-on skill development, theoretical 
understanding, and ethical awareness. However, the students 
also consistently indicated that they felt there was a need for 
improvements in the following aspects of the course: 

• More detailed and structured technical content, 
particularly on topics like RAG and AI model fine-tuning. 

• Enhanced support resources, including tutorials and 
guided exercises for complex tools. 

• A clearer focus on how AI tools can be applied to specific 
cybersecurity tasks, such as penetration testing, malware 
analysis, and network defense. 

These improvements can certainly be enacted in future 
iterations of the course. We admit that, as instructors, our own 
knowledge of how AI is applied in cybersecurity was limited 
due to the fast-changing nature of this topic. We had to rely 
ourselves on online resources and talks from experts. So 
building that knowledge will be essential to offering this 
course in a way that maximizes student learning. 
Nevertheless, given our limitations as instructors, we were 
able to leverage PBL to get students to engage semi-
independently with the tools and reach their own 
understanding of the possibilities of the technology to date. 

In addition to technical and resource-focused 
adjustments, addressing student concerns regarding the 
clarity of assignment instructions will be an important area of 

improvement. Many of the assignment prompts were heavily 
influenced by generative AI, which, while reducing preparation 
time, occasionally led to verbose or ambiguous instructions 
that challenged student interpretation. To resolve this, future 
iterations will incorporate a more iterative process for testing 
and refining assignment instructions, potentially involving 
pilot reviews by peer or graduate assistants. We also aim to 
integrate scaffolding techniques to break assignments into 
smaller, clearly defined steps and provide concrete examples 
or templates for reference. Furthermore, incorporating 
periodic student feedback mechanisms during the course will 
help identify and address misunderstandings in real time. 

More challenging is the precise role for ethical-legal 
exploration going forward. As noted earlier, our students were 
split about this component of the course. While they were all 
satisfied with the quality of ethical-legal exploration, they were 
divided about its amount, with some wanting more and some 
feeling that what was done was sufficient. 

One strategy to address the perceived need for more would 
be to create a ethics and law module in future iterations of the 
course, in which ethical-legal exploration would be given three 
straight weeks of focus and a dedicated assignment. Another 
approach might be to add an explicit ethics and law sub-
assignment to each major project, so that it is addressed 
regularly throughout the coursework. Exploring these options 
will be interesting in future work. 
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APPENDIX 
 

 

 
Fig. 1. Sample student outcome from Project #1. In this sample, the students produced a document that guided small businesses toward securing their 

online footprint. Students used generative AI to produce draft material, followed by peer review and human expertise to polish the generative material 
into a clear and useful document. 
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Fig. 2. Sample student outcome from Project #2. In this sample, the students built a functional keylogging client and server in the Rust programming 

language, which was a language that the students had no prior experience with. The students were not constrained to using unfamiliar languages but were 
directed to explore generative AI’s ability to expand their capabilities in whatever way they saw fit. 

 

 

 
Fig. 3. Sample student outcome from Project #3. In this sample, the students built a customized chatbot using OpenAI’s GPT builder for incident response 

training simulations. This customized chatbot included developing a hidden prompt to direct the bot and providing relevant supplemental materials to 
fill the bot’s knowledge base. 
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